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Overview study designs for comparative studies

• Experimental
‒ Randomised controlled trial (RCT) 
‒ Cluster RCT

• Quasi-experimental (i.e., natural experiments)
‒ Stepped-wedge design
‒ Propensity score matching
‒ Instrumental variable
‒ Regression discontinuity design
‒ Difference-in-difference 

• Observational
‒ Cohort study
‒ Case control study 
‒ Interrupted time series
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These are in principle 
study designs, but also 

methods to try to 
attribute effects to an 
exposure (e.g., care 

programme). It is also 
possible to use multiple 

methods and do so post-
hoc.
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Causality and confounding

Exposure Outcome

Confounders

E.g., integrated care 
intervention

Three conditions must be present for confounding to occur:

1. The confounding factor must be associated with both the exposure and the outcome.

2. The confounding factor must be distributed unequally among the groups being compared.

3. A confounder cannot be an intermediary step in the causal pathway from the exposure to the outcome.

Effect modification occurs when magnitude of the effect of an exposure on the outcome differs depending 

on the level of a third variable.



Defining overarching study designs:
Experimental designs (1)
• Random allocation of persons/clusters to an intervention or control 

group. 

• Groups are followed parallel to one-another.

• Chosen because most robust design to infer causality. *Important to note 
that in integrated care that is still difficult, due to complexity of the intervention and 
organisational level contamination. How ‘usual’ is usual care? (E.g., every form of care is 
integrating)

• Issues related to transferability of findings into real-life practice.
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Defining overarching study designs:
Quasi-experimental designs (2) (a)
• Also known as natural experiments.

• Like experimental designs, the purpose is to test causal hypotheses –
can we attribute an outcome to an exposure?

• Unlike experimental designs, there is no randomisation. Instead, 
allocation to exposed (e.g., integrated care programme) vs. 
unexposed (e.g., usual care) is due to self-selection and/or 
administrator selection. 

• Goal is to have the unexposed comparator group as similar as 
possible to the exposed group at baseline. This in turn can facilitate 
the attribution of differences in outcomes to differences in exposure. 

• Higher risk of confounding than in experimental designs, but often 
less issues to do with transferability. 
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• Different methods available to deal with observed and unobserved 
confounding between groups.

‒ Observed: regression adjustment and propensity score matching methods;

‒ Unobserved: difference-in-difference, instrumental variables, and regression 
discontinuity methods.
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Defining overarching study designs:
Quasi-experimental designs (2) (b)



Defining overarching study designs:
Observational designs (3)
• No group allocation, mere observation. 

• Chosen for: financial reasons, when difficult to identify appropriate 
participants, concerns about generalisability, ethical issues.

• Main limitation is attributing causality. 
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Experimental designs
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RCTs

11Experimental

• Patient-level randomisation to exposed (e.g. integrated care) and
unexposed (e.g. usual care) groups.

• Prospective parallel-group comparison between exposed and unexposed
groups. 

• RCTs are not possible or desirable:
‒ in complex interventions when controlling all factors/context is impossible and

contamination between groups is likely;
‒ if randomisation (witholding an intervention in the control group) is considered

unethical;
‒ if population in RCT not representative for real-world population.

• A trade-off needs to be made between internal and external validity.



Cluster RCTs

12Experimental

• Group-level randomisation to exposed (e.g. integrated care) and 
unexposed (e.g. usual care) groups. Clusters of patients in a group (e.g., 
neighbourhood, department, GP-practice) are randomised.

• Randomizing a group (instead of an individual) prevents contamination 
(how persons undergoing the intervention influence those not undergoing 
the intervention) and increases the logistic feasibility of implementing the 
intervention. 

‒ For example, if a GP is trained to provide integrated and collaborative care for 50% of 
his/her patients (exposed), it is highly likely that he/she will subconsciously transfer 
these skills to the other 50% of patients (that are supposed to be unexposed). This 
makes the difference between exposure and unexposure smaller and will reduce the 
difference in outcome between the two groups (e.g., satisfaction with care).

• The power of the design is determined by the number of clusters. If too 
few clusters are included, controlling by chance for all factors that might 
differ between groups is impeded and internal validity is compromised.
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Exposed Outcome

Unexposed Outcome

Person (RCT) 
Group (cRCT)

Randomised Effectiveness

RCTs and Cluster RCTs



Quasi-experimental designs
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Stepped-wedge design (a)

15Quasi-experimental

• The stepped wedge randomised trial is a modification of the individual or 
cluster RCT in which the exposure (e.g., intervention) is sequentially rolled-
out to all subjects over consecutive time periods.

• Selection bias is prevented by randomising the order by which subjects 
receive the exposure (e.g., intervention).

• Because all subjects receive the intervention ethical issues of withholding 
the intervention are solved.

• Changes in intervention based on lessons learned in previous step are 
possible before the next step.

• Possible measured effects: both short and long-term effects, fade out 
effects, and the natural course of the condition under study.
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Stepped-wedge design (b)

Quasi-experimental 16



Stepped-wedge design (c)

• Larger sample sizes are needed for this method to ensure 
enough statistical power.

• There may be a higher burden on participants and researchers 
due to necessity to repeatedly collect data. Thus the design is 
most feasible if data can be (partly) routinely collected at the 
appropriate time intervals in a reliable and valid way.

• Statistical analysis is more complex, since it is necessary to 
include a random coefficient for cluster and a fixed effect 
coefficient for time.

17Quasi-experimental



Propensity score matching (PSM) (a)

18Quasi-experimental

• A means to match exposed to unexposed persons. In a perfect scenario: 
each exposed individual is matched to one or more unexposed 
individuals who are identical on all relevant observable characteristics. 

• Since this is impossible, the goal is to form pairs of exposed and 
unexposed individuals who have a similar likelihood of being exposed, 
i.e. have a similar value of the propensity score

Exposed

Unexposed

Outcome indicator

Outcome indicator

Determinants 
of exposure*

*Some determinants can also be considered confounders.



Propensity score matching (b)

19Quasi-experimental

• Propensity scores can be estimated using logistic regression analyses 
modeling the exposure as the dependent variable and the potential 
determinants of being exposed as independent variables. 

‒ Propensity scores can not only be used to match individuals, but also to 
stratify analyses, adjust analyses using the PS as a covariate, perform inversed 
probability weighting.

• In PSM the average characteristics of the exposed vs. unexposed 
group are similar. 



Different forms of one to one matching

20Experimental

• Nearest neighbour matching: matches an unexposed individual with 
the closest PS of an exposed individual.

‒ This can be done with or without replacement of the unexposed individual.

• Nearest neighbour matching within a specified caliper distance.
‒ Similar as above with the further restriction that the absolute difference in 

the propensity scores of matched individuals must be below some 
prespecified threshold (the caliper distance) (e.g. equal to 0.2 of the standard 
deviation of the logit of the propensity score). 

• Kernel weighting: each individual in the exposed group gets a weight 
of 1 and each unexposed patient gets a weight that depends on the 
distance of their PS from the PS of the exposed patients. Higher 
weights represent better matches.

‒ Different types of Kernel weighting: Gaussian type, Epanechnikov type, 
biweight type, uniform type, tricube type



Inverse probability weighting using propensity score

• Uses weights based on the propensity score to create a synthetic 
sample in which the distribution of measured baseline covariates is 
independent of treatment assignment.

• A subject's weight is equal to the inverse of the probability of 
receiving the treatment that the subject actually received.
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Instrumental variable analyses* (a)

22Quasi-experimental

• In this method, it is hypothesized that an instrumental variable (IV) 
can ‘randomise’ by adjusting for measured and unmeasured 
confounding. 

• This IV should be a proxy for the exposure (e.g., intervention), but 
cannot have a direct association to the outcome (only via the 
exposure), and also cannot be associated with unmeasured 
confounders. 

• The ratio of the effect of the IV on the outcome on the one hand, and 
of the instrumental variable on the exposure on the other hand, 
shows the true effect of the exposure on the outcome.          

• Choosing the correct instrumental variable is a challenge!   

*This method is often used in trials when there is non-compliance and/or for intention to treat analyses.                       



Instrumental variable (b)

23Quasi-experimental

Exposure Outcome
Instrumental 

variable

Unmeasured 
confounders



Instrumental variable analyses (c)

24Quasi-experimental

• Four assumptions of IV:
1. IV is not associated with the outcome except through the exposure
2. IV is strongly associated with the exposure (e.g., intervention vs. control group assignment)
3. IV is not associated with baseline characteristics known to be associated with the outcome.
4. IV has a monotonic relationship with exposure: everyone who would be exposed with a low 

score predicting exposure, would also get exposure with a high score predicting intervention. 

• Assumptions 2 and 3 can be empirically tested, assumptions 1 and 4 should be assumed 
on the basis of theoretical considerations.

• A strong association between IV and exposure makes for a better instrumental variable. 

• Hereafter, analyses are conducted in 2 steps (similar to PSM):
1. The IV and any other predictors of the exposure, predict the likelihood of being exposed for 

each subject.
2. These predicted values then replace the actual intervention assignment for each subject and are 

used to estimate the impact of the intervention on the outcome. 

• Usually estimates using the IV to predict the outcome are less precise than when the 
exposure itself is used to predict the outcome. 

*This method is often used in trials when there is non-compliance and/or for intention to treat analyses.                       



Instrumental variable (example 1)

25Quasi-experimental

Smoking Poor health
Tax rate 
tobacco

Unmeasured 
confounders



Instrumental variable (example 2)

26Quasi-experimental

Retirement Health
Legal 

retirement age

Unmeasured 
confounders



Regression discontinuity design (RDD) (a)

27Quasi-experimental

• This method can be used when there is some kind of criterion that must be met before 
subjects can be exposed (i.e. included in an intervention). 

• For example, there is a minimal age of 50 for free breast cancer screening and a minimal BMI 
of 25 for a weight-loss intervention. Of course persons well over and under 50 or 25 differ 
greatly from one-another and these criterion are then related to the outcome. However, 
persons that are just above or below this cut-off criterion most likely to do not differ so much: 
49-50 vs. 50-51 and 24.5-25.0 vs. 25.1-25.5.

• In RDD, the exposure (e.g., intervention group) is assigned to subjects that score [just] above a 
certain ‘cut-off point’ (on a continuous variable); and the unexposure (e.g., control group) is 
made up of individuals that score [just] below that cut-off point. 

• The main assumption in RDD is that individuals that just score on either side of the ‘cut-off 
point’ or threshold, belong to the same population. Allocation of these subjects to either 
exposed or unexposed is therefore considered ‘random’ – assuming that subjects cannot 
manipulate the threshold value.

• Intervention effects are estimated by comparing the outcomes of the group that meets the 
criterion with the group that just not meets the criterion using regression techniques: non-
parametric (local linear regression) or parametric (polynomial regression).



Regression discontinuity design (RDD) (b)

• Assumption that individuals around threshold are similar is often 
debatable.

• The design requires larger sample sizes than an RCT to achieve 
sufficient statistical power. 

• Data collection required for all individuals considered for intervention 
(also those who are not included in the intervention).

28Quasi-experimental



Regression discontinuity design (RDD) (c)
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Example of a remedial education programme:

The selection criterion for eligibility to participate in the 
programme is a pre-intervention test score, with a threshold of 
60. The outcome variable is a post-intervention test score. The 
scatter plot shows that these two variables are related. There is 
a positive relationship between pre- and post-intervention test 
scores. Children with a pre-intervention test score of below 60 
received the remedial classes. The sample used for the analysis 
is taken from just either side of the threshold – those included 
have pre-intervention test scores in the range of 50 to 70, i.e., 
10 units either side of the threshold. The fitted regression line 
has a ‘jump’; this is the discontinuity. The size of this jump 
(which is 10) is the impact of the programme – that is, the 
remedial education programme increases test scores by 10 
points on average. 

Quasi-experimental



30Quasi-experimental

Regression discontinuity design (RDD) (d)

Outcome indicatorExposed

Continuous variable

Unexposed

< threshold

> threshold
Outcome indicator



Difference-in-difference (a)

31Quasi-experimental

• Also known as ‘double difference’ method, compares changes in the 
outcome over time between two groups (i.e., exposed and 
unexposed) to estimate an effect. This way the difference at baseline 
between the groups is ‘removed’. 

• It assumes that the outcomes of interest in the unexposed group 
follow the same trend over time as the outcomes would do in the 
exposed group in the absence of the intervention; thus that there is 
no confounder that influences one group and not the other.

• The assumption of parallel trends between intervention and control 
groups can be relaxed in a differential trend model.



32Quasi-experimental

Difference-in-difference (b)

Unexposed

Exposed

Effect

Parallel trajectory assumption



Difference-in-difference (c)
vs. single-difference example

33Quasi-experimental

Δ Single-difference = -0.2Δ = 0.5

Δ = 1.2
Δ – Δ Difference-in-difference = +0.7

Δ



Observational designs
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Cohort studies

• The starting point in such studies is the selection of a study population, or a cohort study. 

• Information is obtained to determine which persons in this cohort are exposed to a specific factor, and 
which are not (e.g., which persons participated in an integrated care programme, and which did not). 

• Allocation of participants to either group (exposed vs. unexposed) is not influenced by the investigator.

• Outcomes can be collected prospectively or retrospectively 

35Observational

Cohort

Exposed

Unexposed Outcome indicator

Outcome indicator



Case-control studies (a)

• The starting point here is the identification of ‘cases’ and ‘controls’ 
(outcome present or not present).

• We then go back and look at which cases and which controls were 
exposed vs. unexposed (i.e., participated in an integrated care 
programme vs. usual care).

• Also the possibility to do a nested case-control study, in which a 
subset of controls are matched to cases. X controls are matched to a 
single case based on certain characteristics, making this a more 
efficient model. 

36Observational
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Cases

Controls

Exposed

Unexposed

Has determinant of interest (e.g., integrated care programme)

Does not have determinant of interest (e.g., usual care)

Has outcome of interest (e.g., high QoL)

Does not have outcome of interest (e.g., high QoL)

Cases

Controls

Exposed

Unexposed

Exposed

Unexposed

Case-control studies (b)

Observational



Interrupted time series analysis of 
observational data (a)

• Repeated measurements are performed before and after exposure at population level in order 
to detect whether the intervention has a greater effect than the underlying secular trend (e.g., 
economic, market, or demographic trend)

• Determining whether the intervention had a larger effect than any underlying trend is estimated 
by comparing the trend in the outcome after the intervention to the trend in the pre-
intervention period.

• Relevant design when using routinely collected data (e.g., insurance data) and when looking at 
macro interventions.

• Pro’s: allows for control over secular trends, ability to evaluate outcomes at population-level, 
clear graphical presentation of results (see next slide), ability to do stratified analyses and look at 
intended and unintended consequences of interventions.

• Con’s: multiple measurement waves are needed (circa 8 before and after exposure (i.e., 
implementation), had to look at specific elements of exposure.

38Observational



Interrupted time series analysis (b)

• 3 types of effects can be seen.

• Example: Sugar tax implemented in New York state – effects on BMI (exaggerated for the example)

39

Policy 
implemented

Policy 
implemented

Policy 
implemented

Observational



Interrupted time series analysis (c)

• When including a control region:

40

Policy 
implemented

New York

New Jersey

Observational



In SELFIE

• Some sort of control group, cluster randomisation if possible. If not…

• Use of quasi-experimental methods to make control group and 
intervention group more comparable and try to attribute differences 
in outcomes to the intervention.
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